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Abstract
LitP, is a new data-parallel programming model for .NET
respectively C#. It has been designed specifically to run data-
parallel calculations in a managed runtime system. It can
be used to solve a wide range of problems. Programs are
described in vectorized form, but abstract from low-level
architectural details of the target hardware. This allows for a
good compromise between simplicity and performance. The
presented library currently targets GPUs and CPUs, but is in
principle well suited to any kind of general purpose, parallel
processing unit.
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1 Introduction
This work allows to program GPUs, and in principle also any
other data-parallel hardware, in a clean, concise, high-level,
platform independent programming model not requiring
low-level knowledge of the target hardware. It is a vectorized
programming model, hence this is solved by the programmer.
All other machine-centric features are however abstracted
and do not additionally complicate the high-level source
code. This allows for a good compromise between readability
and performance. The framework also handles necessary
data transfers between host and device as well as garbage
collection on the GPU, which is handled by the .NET GC.
CUDA C[8] and OpenCL[33] are the most popular GPU

programming models. They convey the GPU single instruc-
tion multiple data (SIMD) execution principle directly to the
programmer. In addition to this fundamental requirement,
they also expose many performance-relevant architectural
hardware features that need to be addressed in programming.
While CUDA or OpenCL implementations can be written in
a decent high-level programming language (C++), the code
remains in fact dominated by low-level concerns such as
coalescing, explicit usage of shared memory, warp-thread-
divergence or memory bank conflicts. Writing GPU kernels
by hand is demanding and the reason for numerous publica-
tions on how to solve various specific problems with GPUs.
Furthermore, programming directly in this model also entails
writing quite some boiler-plate code for data management.

In general, there is still a lack of well-performing, easy to
use high-level programming frameworks for SIMD architec-
tures.

The LitP API is similar to the Java streamAPI[28] or .NET’s
LINQ[20]. Although both of the latter frameworks offer par-
allel processing of their streams, they have not been designed
for it from the ground up. The full spectrum of their methods
cannot be mapped to efficient GPU code. Even for frame-
works that can translate a subset of LINQ or the Java Stream
API to efficient GPU code, programmers are not aware of
performance implications from an API standpoint, and they
are likely to produce inefficiently running programs. The set
of LitP methods naturally leads the programmer to formulate
programs that can be well translated to data-parallel archi-
tectures respectively only to use it for suitable applications.
Due to its clean, simple design, the hurdle to use it is low
and makes the GPU a viable option for cases that would
otherwise not be considered. The programming model is
embedded into C# by cross-compiling stream API like meth-
ods with lambda-functions embedded in the host program.
This language embedding also proliferates easy adoption by
programmers. As evidence of the high-level nature of the
programming model and the performance of the compiled
programs, Nvidia CUDA and CPUs are targeted.
The key contribution of this work is the careful design

of a clean, high-level programming model for data-parallel
calculations. The strength of the implementation is optimiza-
tion by inlining as a better alternative to the occasionally
proposed approach to compose or fuse fully optimized GPU
kernels.
After a short overview of related work in section 1.1, we

present the programming model in section 2 by means of
a series of simple examples. Subsequently, we describe the
inner workings of the runtime support in section 3 and eval-
uate the performance of a small number of calculations in
section 4 by comparing their execution time with relevant
benchmark implementations.

1.1 Related work
The most straight-forward approach is to embed the CUDA
C respectively Open CL model as is in a high-level program-
ming language[1, 5, 6, 10, 16, 17]. While this represents a
step in the direction of this proposal, the integration re-
mains low-level on a semantical level, carrying over much
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of the complexity since the transparency of the GPU archi-
tecture remains. There are also annotation or directive based
C++ centric approaches such as OpenACC[13, 30] and C++
AMP[32] .

The largest family of high-level programming frameworks
that allow targeting GPUs can be subsumed under the terms
algorithm building blocks[4, 19, 21, 26], stream APIs[3, 14,
20, 27] and (reactive) dataflow frameworks[7, 18, 24]. The
most prominent and probably most advanced of these frame-
works is Google’s TensorFlow[2] mainly aimed at large-scale
machine learning; it can however also be used for other
purposes. TensorFlow is a large toolbox that is not quickly
learned and requires expert knowledge when extending it
with functionality that does not come out of the box.

An often used approach in building-block, stream or gen-
eral dataflow frameworks is to compile blocks, operations or
methods individually to highly optimized kernels and then
to fuse a number of them together to optimize GPU global
memory access[11, 25, 29, 31]. Our approach follows quite
an opposite strategy.

A conceptually clean and highliy optimized framework is
Halide[23]. It separates the formulation of what, referred to
as algorithm, from how, referred to as schedule, it is calcu-
lated. Calculations are implicitly happening in a coordinate
system. The algorithm is basically reduced to the formula
describing each result element depending on its position
in the coordinate system. The schedule describes how the
calculation process is organized. This decoupling enables
high performance without sacrificing code clarity. Halide is
rather aimed at parallel programming experts preferring a
high-level programming framework.

Another system that is very advanced and aimed at expert
users is Spiral[12]. It applies sophisticated optimization algo-
rithms and can target a wide range of hardware. It can only
be used to its full extent using a dedicated programming
language. The capabilities and performance properties of the
hardware need to be described in an abstract manner. Also,
programs are formulated very abstract such that different
degrees of freedom are left open allowing the optimization
process to use them according to the hardware’s properties
and capabilities. The system’s power makes however also its
use demanding. There is a language integration into Scala,
but this embedding does not allow using Spiral to its full
extent.

2 Programming Model
2.1 Program structure and language embedding
LitP programs are written mostly in fluent notation. The
selection of API methods follows a main principle: offer as
fewmethods as possible that allow to solve asmany problems
as possible. The methods can be further subdivided into
calculating and restructuring methods. In addition, the way
to domulti-dimensional calculations is viamulti-dimensional

arrays instead of jagged arrays respectively nesting like e.g.
IEnumerable<IEnumerable<T>> in LINQ. All calculations
are side-effect-free, conceptually producing a new result
array from one or more argument arrays, thus all data can
be considered as being immutable. The structure of these
calculations is restricted to a directed acyclic graph (DAG).
A calculation graph can be run on a particular hardware, in
case this target is not the invoking host machine, this implies
automatically transferring arguments and results. Due to the
DAG restriction, LitP programs comprised of a finite number
of methods are conceptually guaranteed to terminate. The
calculation-graph is composed by composing methods via
their arguments and results of type Tensor<T>, in which T
must be a value type.

Tensors represent arguments as well as results of all meth-
ods. In contrast to C#’s IEnumerable<T> interface, there
is no automatic conversion from C# arrays to tensors. This
helps making the programmer aware of possible delay that
can happen when tensors are transferred between host and
device. Instead, a tensor-object representing the array must
be created with the array extension method ToConst(). 1

var a = new int[...];
var t = a.ToConst();

2.2 Methods to define and execute calculations
The method IMap() applies a lambda-function to each ar-
gument element independently producing a tensor with
the result elements. In more formal notation, IMap() de-
scribes for a small number of tensors with associated ar-
rays 𝑎0 to 𝑎𝑛 and a result array 𝑟 a function of the form
∀𝑖 : (𝑎0 [𝑖], ..., 𝑎𝑛 [𝑖]) → 𝑟 [𝑖]. It is permitted to use the same
tensor as argument more than once. The ’I’ in IMap() simply
stands for identity referring to the one-to-one index mapping.
All LitP lambdas are so called C# expression lambdas. As the
term suggests, expression lambdas cannot contain program-
ming constructs like assignments or loops. In addition to
the restrictions imposed by C#, reference types are also not
supported, and function calls are evaluated when defining
the calculation and the returned value will be constant for
the calculation.

Continuing the code above, the elementwise square of an
array is formulated as
var square = t.IMap(v => v*v);

This just represents the calculation, which can subse-
quently be evaluated on a device.
int[] result = GPU.Evaluate(square);

CPU or GPU specify the platform and Evaluate() takes a
tensor as argument, executes the calculation and returns

1All example code is written in C# and each snippet is self-contained, except
for variables that can be defined in preceding code-snippets.
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Figure 1. VMap method: left is the argument and right the result
array.

the result array. There is a more flexible way to execute
calculations shown in section 2.4.
With multiple arguments, purely fluent notation is not

possible. For these overloads, LitP resorts back to all normal
arguments instead of using one of them as this-parameter;
e.g., adding two tensors together is formulated as
var b = new int[...];
var t2 = b.ToConst();
var sum = Tensor1D<int>.IMap(t, t2, (v, w) => v + w);

Lambdas can use the element’s index with the static prop-
erty Index. This also allows to produce initial argument
arrays directly on the platform without having to transfer
them.
var range = new Tensor1D <int>(length)
.IMap(_ => Index);

The VMap() method combines two elements from the
same argument array. It features an additional offset pa-
rameter (noted 𝑜 in the formula below) that identifies the
argument’s element index relative to the result element.
More formally, VMap() describes a calculation of the form
∀𝑖 : (𝑎[𝑖], 𝑎[𝑖 + 𝑜]) → 𝑟 [𝑖]. The simple function ∀𝑖 : 𝑎[𝑖] =
𝑎[𝑖] + 𝑎[𝑖 + 2] is written as
var r = t.VMap(vs => vs[0] + vs[1], 2);

The lambda describes the value calculation whose argu-
ment is an array containing the element values. The follow-
ing 2-argument represents the offset. vs[0] refers to a[i]
and vs[1] refers to a[i + 2]. VMap() also works with mul-
tiple, possibly negative offsets adding further elements to
the parameter-array. The ’V’ refers to the two-to-one index
mapping as can be seen in figure 1 visualizing the example
code above. The general VMap() method describes a one-
dimensional convolution e.g. with the gauss kernel.
t.VMap(vs =>
0.005980 * vs[0] +
0.060626 * vs[1] +
0.241843 * vs[2] +
0.383103 * vs[3] +
0.241843 * vs[4] +
0.060626 * vs[5] +
0.005980 * vs[6],
1, 2, 3, 4, 5, 6)
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Figure 2. Sweep method: the arrays are traversed sequentially.

To arrive at more useful calculations, methods must of
course be composed. The sum of all elements in an array can
for example be calculated with
int len = IntMath.Pow(2, IntMath.Log2(a.Length) + 1);
while (len > 1) {
len /= 2;
t = t
.VMap(vs => vs[0] + vs[1], len)
.Resize(len);

}

Resize() can return a shortened or extended tensor with
the same dimensionality. When evaluated, the calculation
above yields a result array containing a single element with
the sum of all elements.
All elements within array bounds are calculated. For ar-

gument elements outside array bounds the default value
is assumed. This behavior can be overridden using the C#
coalescing operator "??" as used in the following example.
var p = t.VMap(vs => vs[0] * (vs[1] ?? 1), 1);

Numbers can be summed up using the Reduce() method.
Unlike the map-methods, it features a lambda with two scalar
parameters, the first represents a lower or left value and the
second a higher or right value. The framework is free to
choose any tree-topology to aggregate all values represented
by t. Reduce() returns an object of type Tensor0D<T> that
represents a single number.
t.Reduce((l, r) => l + r)

Reduce() is an exception to the general design philosophy:
it is both calculating and restructuring. It is part of the API
for performance reasons, because it allows the framework
to select a reduction strategy that fits the hardware. For
example, an efficient GPU aggregation algorithm for large
arrays must reduce all data in a thread-block down to a single
number and only write back that number to global memory
instead of half the data as shown in the aggregation example
above using VMap().
Sweep() describes a sequential traversal of the tensor ei-

ther in positive, visualized in figure 2, or in negative direction.
A simple example calculating the scan sum is
var r = t.Sweep(vs => vs[0] + vs[1], -1);
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In general, Sweep() describes a front of one or more ele-
ments traversing a tensor one element at a time. The front
cannot leave out any elements. Using the Sweep() method,
the Fibonacci numbers can be calculated with
var fib = new Tensor1D<int>(length)
.Sweep(vs => (vs[1] ?? 1) + vs[2], -1, -2);

This might not look like a useful GPUmethod at the moment,
but that will become apparent subsequently.

2.3 Methods for multi-dimensional calculations
In addition to the so far presented classes Tensor0D<T>
and Tensor1D<T>, LitP features the classes Tensor2D<T>
and Tensor3D<T> containing the multi-dimensional equiv-
alents of these methods. This multi-dimensional extension
is straight-forward for ToConst(), IMap(), VMap() and
Resize().
In multiple dimensions, there is the additional method

Transpose() that is self-explanatory. Also, in 0 to 2 dimen-
sions there is the Replicate() method that inserts a new
dimension by replicating all values along a new dimension a
particular number of times.

The following example shows how to calculate the squared
distance matrix. The two arrays px and py contain the x and
y coordinates of the points. The inner maps calculate the
squared x and y deltas of the points. The first Replicate()
argument denotes at which position to insert the new di-
mension and is chosen such that all combinations (in fact
twice as many) are generated. The outer IMap() adds them
together.
int[] px = ...;
int[] py = ...;
int len = px.Length;
var tx = px.ToConst();
var ty = py.ToConst();
var dMatrix = Tensor2D<int>.IMap(
Tensor2D <int>.IMap(
tx.Replicate(1, len),
tx.Replicate(0, len),
(a, b) => (a - b)*(a - b)),

Tensor2D <int>.IMap(
ty.Replicate(1, len),
ty.Replicate(0, len),
(a, b) => (a - b)*(a - b)),

(x2, y2) => x2 + y2);

For VMap(), the offsets obviously need to be specified with
the appropriate number of components to calculate e.g. a
two-dimensional box convolution.
var convolution = m.VMap(
vs => Sum(vs) / Count(vs),

(0, 1), (0, 2),
(1, 0), (1, 1), (1, 2),
(2, 0), (2, 1), (2, 2));

This example also demonstrates the usage of the two con-
venience methods Sum() and Count(), which can either be
given the lambda-parameter as argument or any number of
individual argument array elements.
In two dimensions, if one offset is specified for Sweep(),

the front line moves in that direction. In case offsets are

1 2 3 4

2 3 4 5

3 4 5 6

4 5 6 7

Figure 3. steps of a Sweep() calculation front.

provided in both directions, the front moves diagonal as
shown in figure 3 for the sequential steps 1, 2, 3, . . . . The same
behavior generalizes to three dimensions, e.g. when offsets in
two directions are given in a three dimensional calculation,
the plane moves orthogonal over the plane shown in figure 3.
The maximum angle between any pair of offsets is 90°, which
is a necessary and sufficient condition that all elements of
the front can be calculated independently and thus in parallel
in each step.
Sweep() can be used for dynamic programming prob-

lems, for example text comparison. The first IMap() creates
a product matrix and sets a 1 at coordinates where the letters
from the first and the second word match. Sweep() sub-
sequently traverses the matrix effectively calculating the
maximal number of matches following any path from the
origin to a particular front element.
var xs = "MZJAWXU".ToIntTensor();
var ys = "XMJYAUZ".ToIntTensor();
var maxMatch = Tensor2D<int>
.IMap(
xs.Replicate(1, b.Length),
ys.Replicate(0, a.Length),
(x, y) => x == y ? 1 : 0)

.Sweep(
vs => Max(vs[0]+vs[3], vs[1], vs[2]),
(-1, -0),
(-0, -1),
(-1, -1));

Max() and Min() are two further convenience methods like
Sum().

The last example in this section is matrix multiplication.
int[,] a = ...;
int[,] b = ...;
var ta = a.ToConst();
var tb = b.ToConst();
var product = Tensor3D<int>
.IMap(
ta.Replicate(1, b.GetLength(1)),
tb.Transpose()
.Replicate(0, a.GetLength(0)),

(a, b) => a*b)
.Reduce((i, o) => i + o),

Multiplication in LitP is conceptually three dimensional
reflecting the fact that this involves 𝑂 (𝑛3) scalar multipli-
cations. The row-index is 0 and the column index is 1. So,
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the number of columns in a must correspond to the num-
ber of rows in b. Since the size of the IMap() arguments
must be equal, each argument must be extended by the non-
shared dimension of the other. Reduce() then aggregates
the pairwise products along the shared dimension.

2.4 Calculations with multiple results
If the use case has multiple results, the compact Evaluate()
call is not sufficient anymore; instead, an Evaluation ob-
ject can be created. All calculation result tensors need to be
passed to its constructor. Subsequently, the calculation is
triggered and the results can be retrieved using the Get()
method. The evaluation is pull-based, meaning that only cal-
culations are performed whose result is directly or indirectly
requested. Calls to Get() are blocking.

The following example calculates the elementwise differ-
ences and their squares, both the intermediate as well as the
end result are used by the host program.

var deltas = t.VMap(vs => vs[1] - vs[0], 1);
var squares = deltas.IMap(v => v*v);
var eval = new CpuEvaluation(deltas, squares);
... = eval.Get(deltas);
... = eval.Get(squares);

The initially introduced Evaluate() call is simply a con-
venience function applying the above for the special case of
one result.
In case of CPU execution, memory is deallocated by the

dotnet garbage collector. LitP can dispose intermediate re-
sults on the GPU automatically as soon as they are not used
anymore because it has the full information about the data-
flow.

3 Compilation and Execution
The runtime support for the execution of LitP programs is
comprised of a just-in-time compilation and an execution
phase. The compilation phase constructs a high-level AST-
like structure using C# reflection of lambda expressions. The
structure contains a node for each method invocation. This
structure is optimized by extensively inlining methods as far
as possible. This is key for GPU performance especially in
this model, because the individual methods are too primi-
tive and would, when compiled to individual kernels, most
often be memory bound. Inlining effectively reduces loads
and stores. All Replicate() and Transpose() methods
are inlined and, because of this, artificially introduced di-
mensionality blow up such as in the matrix multiplication
example is not a performance issue. IMap() is also always
inlined, but VMap() only very limited because there is a
blow up of parameters. This allows e.g. to compile the matrix
multiplication into a single GPU kernel.
The high-level structure is then compiled down to .NET

IL code, which is finally executed. The IL code is of course
different for the CPU and the GPU target. The main purpose

of the CPU implementation is currently to serve as functional
reference and evidence of multi-platform capability.

There is a number of GPU specific optimization techniques
that need to be applied in order to get well optimized kernels.
The current implementation is in that respect very basic
leaving a lot of potential for performance improvements.
Currently, only two GPU specific optimizations are applied,
namely using shared memory and specialized kernels for
inner and boundary regions of the calculated arrays. The
former helps to further reduce GPU main memory access.
The latter uses simplified kernels for inner regions of the
involved arrays. The domain of inner regions is implicitly
defined by the offsets used in the VMap() methods, namely
such that no argument of any inner element is out-of-bounds.
This allows to eliminate boundary checks that are necessary
in the equivalent boundary version of the kernel. Further
(GPU specific) optimization are admittedly also needed to
generate well optimized kernels. The .NET IL code targeting
the GPU is finally just-in-time cross-compiled and executed
using the Alea GPU framework[22].
In the execution phase, the nodes of the optimized struc-

ture are scheduled on the target platform. In case of the
GPU, this includes transferring the data to and from the
device as well as managing the used device memory. Sched-
uling happens fully asynchronously, which is particularly
important for the GPU platform that relies on a well filled
command pipeline to avoid stalls and use the freedom to run
independent calculations in parallel.

4 Evaluation
The evaluation is foremost about validating the program-
ming model with respect to its applicability to a good vai-
ety of problems that can be mapped well to data-parallel
hardware. It is assessed if the generated kernels achieve
reasonable performance of the GPU, i.e., that the optimiza-
tion by inlining is sufficient to achieve this. State-of-the-art
performance cannot be expected sind a number of further
non-trivial, very GPU specific optimizations have not been
implemented. The performance of GPUs depends muchmore
on well optimized code when comparing with CPUs.

Table 1. Used hardware for the performance tests.

hardware property CPU GPU
processor i7-10850H Quadro RTX 5000

cores 6 physical /
12 logical

3072 =
48mp x 64cores

spec. memory data rate 46GB/s 384 GB/s
onchip cache size 12MB 4 MB

The presented performance numbers are put into per-
spective by comparing them to hand written C# code using
Parallel.For, parallel LINQ where applicable and handwrit-
ten CUDA code. The hand-written CUDA code is optimized

25



Table 2. Compute time measurements in ms with input tensors of approx. 1M elements unless otherwise noted.

case C# TPL Parallel LINQ LitP GPU CUDA C
cumulative normal distribution 3.7 11 0.38 0.47
option pricing 0.14 0.21 0.26 0.29
convolution 7.2 n/a 0.14 0.1
power iteration 6.7 n/a 1 to 5.7 2.9
matrix multiplication 630 1400 19 17
electrostatic potential 450 n/a 160 160

to the same degree as LitP to serve as directly comparable
reference. We benchmark only the compute time not includ-
ing memory (de-) allocation and transfer delay for the GPU
platform, because it does anyway only make sense to use
the GPU for less compute intensive tasks when calculation
throughput must be maximized and not delay minimized.
We do not claim that the presented measurements are rep-
resentative for all kinds of computations. In the following
we discuss each of the benchmark programs. The used hard-
ware is sketched in figure 1 and the measured times are
summarized in table 2.
The first case calculates the result of the cumulative nor-

mal distribution function for a number of inputs. It applies
the approximation function described in reference [9] to
each tensor element individually.

The option valuation case prices a single option using the
binomial model. Usually this is performed by building up a
recombining tree of potential stock prices, the underlying of
the option, here in 1’000 steps and then evaluating the tree in
reverse direction to calculate the present value by weighting
the scenarios with corresponding probabilities. To achieve
better performance, the tree is completely factored out into
a sum of 1’000 addends that can be calculated in parallel
and are subsequently summed up. The compute times in
the option valuation case are in the expected range for all
platforms. This application simply does not involve enough
computation for the GPU.

The convolution case simply applies a convolution-kernel
with 16 elements. The dimensionality of the convolution is
not relevant for performance. In this case, the total amount
of calculation is higher than in the preceding case.

Power iteration is a simple algorithm to find the first eigen-
vector of an invertible matrix. The vector can be found by
starting with a random vector and repeatedly multiplying it
with the matrix and normalizing it. To ensure that the times
are comparable, the number of iterations is fixed to 25 and
the length of the vectors is 1’000. In CUDA C, we schedule
all launches in a loop. In LitP we have two implementations,
one generating a completely unrolled dataflow correspond-
ing to CUDA C, and one sending data to the host to allow
for dynamic termination of the loop being the reason for the
time difference.

The matrix multiplication case simply measures one ma-
trix multiplication as defined in section 2.3. Parallel-for per-
forms as expected and parallel LINQ is slower by a factor of
approximately 2, probably because it intermittently gener-
ates data. GPUs are designed for fast matrix multiplications,
which is reflected in the measurement even though the GPU
kernels are simple.
The electrostatic potential calculation case is taken from

the book [15]. It calculates the total the electric field strength
at each point of a 2D grid when a number of electric charges
is placed at arbitrary points in space.

To summarize, LitP compiles GPU code that corresponds
quite well to handwritten unoptimized cuda code. This is
different from and, e.g. in the case of matrix multiplication,
far better than executing a sequence of highly optimized
kernels each corresponding to a single LitP method.

5 Conclusion
This work presents a genuine high-level programmingmodel
that is easy to use and able to describe an interesting range
of data-parallel algorithms that are efficiently translated to
parallel hardware. Using this library, GPU algorithms can be
developed in C# in a fully managed environment.

There are opportunities to extend the programming model
and further GPU specific optimizations would be desirable.
Furthermore, Intel AVX could be supported to have a good
alternative with different performance characteristics. There
is also an opportunity to further improve the memory man-
agement by analyzing the dataflow on tensor level and e.g.
performing calculations in place.

The evaluation shows that for suitable problems, the frame-
work has the potential to perform well and can already, with-
out extensive optimization, speed up calculations using the
GPU instead of the CPU without the usual complexity of
GPU programming.
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